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Thereareanumberof visualizationenvironmentstoday:FAST[BANC90], AVS [UPSON89],
SGI'sExplorer,ApE [DYER90],Flora[HULT91],Wavefront'sDataVisualizer,etc.Most of
theseenvironmentsgenerateparticletraces,isosurface,scalarmappedcuttingplanesandafew
othermoreor lessstandardvisualizations.Onemightlike to comparethesesystems.

Onecancompilelistsof featuresand/orcomparevisualizationenvironmentsanalyticallyusing
thevector-bundleconceptsDavid Butler [BUTL89] hasdeveloped.Onecanusedatasetsdevel-
opedfor ascientificdisciplineandcompareresultsandperformance.Thesedatasetsaredesigned
to investigatephenomena,notevaluatesoftware.Thus,correctnessis difficult to verify anddiffer-
entaspectsof performancearedifficult to isolate.I arguethat,in additionto theseapproaches,a
visualizationbenchmark/verificationsuitecouldbeof greatvalue.

Correctnessis vital for acceptancebycritical usersandwill becomeevenmoreimportantasvisu-
alizationsoftwareprovidesquantitativedata(e.g.,isosurfacearea,streamlinelength,etc.).I have
usedanumberof visualizationenvironments.Otherthanblind faith, I haveno reasonto believe
theresultsaremorethanapproximatelyaccuratemostof thetime.Worse,thereis noeasyway to
quantifyerror,which is alwayspresentto somedegree.I havenoticedsubjectivedifferencesin
theresultsusingdifferentpackages,but I havenostraightforwardmeansof determininghow
muchtheresultsvary,which is morenearlycorrect,or if eitheris evenclose.This is unaccept-
able.Furthermore,developerstestingsystemshavenowell establishedmeansof determiningthe
correctnessof their systems.Theyareleft with theadhocapproachesof thedevelopmentteams.

Onemaycomparetheperformanceof differentpackagesondatasetsdevelopedbyvariousappli-
cationfields,but theresultsmaybedifficult to interpretif yourdatadonot havenearlyidentical
characteristics.A well designedsetof benchmarkscouldconceivablyallow oneto characterize
variousaspectsof visualizationpackageperformance;e.g.,it hasvery faststreamlinesbutslow
isosurfacegeneration,interpolationspeedismediocrebut isosurfacerepresentationis verycom-
pact.High performancecomputinghasmanyyearsof experiencedesigningandexaminingthere-
suitsof benchmarks.Wecoulddoworsethanfollow their lead.

TheNAS facility whereI work is concernedwith computationalfluid dynamics(CFD).Correct-
nessis aparticularlyimportantissuein CFDsincecomputationalgridsmaycontaincomplexto-
pologiesincludingmultiple blocksandiblanking.Iblankingrefersto asolvertechniquein which
somepointsin acurvilinear(warped)grid aremaskedout; i.e.,arenotconsideredvalid. This
complicatesvisualizationtechniquessinceonemustavoidvisualizingthemaskeddatapoints.
Furthermore,gridsmaycontainsingularitieswhereadjacentgrid pointshavethesamephysical
spacecoordinates.Visualizationcodemaynotbeconsideredcorrectunlessit canproperlyhandle
themanyspecialcasesthatarisedueto masking,multipleblockgrids,andgrid singularities.

CFDdatasetsarelegendaryfor their size.Thecurrentstateof theart in CFDsolutionsis multiple
threedimensionalgridswith afew million pointsand(for unsteadyflows)a fewthousandtime
steps.Eachgrid point is representedbythreefloatingpoint numbers(location),andfivefloating
point numbersper time stepfor thesolution.Novisualizationenvironmentonanyhardwarecan
handlethesedatasetstoday,althoughsomefunctionadequatelyonasingletimestep.Nor,asa
generalrule, canthedeveloperstell youwhatthesizelimitationsto expectgiventhehardware
limitations.A setof variablesizedbenchmarkscouldprovideameansfor developersto discover



andcommunicatethesizelimitationsof their products.

A good set of benchmarks should have at least the following properties (in no particular order):

1. Number of points should be scalable to allow testing various sized computers in a rea-
sonable amount of time.

2. The results of the tests should be easily, visually recognizable as correct or incorrect.

Furthermore, quantitative results should be easily interpretable.

3. Grids should be variable to encompass normal cases and all known pathologies (this is

particularly important for CFD).

4. The fields defined over the grids should also encompass normal cases and all known pa-

thologies.

5. The suite should be easily distributable to most hardware/software platforms.

6. The suite should not be dependent on language or word size.

7. The size (in bytes) of the distribution should be minimized. In particular, it is unlikely

that data sets themselves should be distributed, but rather the code to generate them.

8. It should be possible to run the suite in reasonable amount of time.

9. The results should give unambiguous performance information.

10. The suite should challenge current systems.

I have a few ideas for parts of a visualization test and benchmark suite. Most of these ideas are

somewhat specific to CFD. Some of them might be usefully incorporated into such a suite. In no

particular order, they are:

Integral Curves (particle traces):

* Trace forward in time from a point, then trace backwards in time for the same total time

from the end of the first trace. The distance between the first start point and the end of the

second trace is an error measure. Do this for many points in vector fields with various

properties. Be sure that some of the traces pass near critical points of various types (sad-

dies, nodes, etc.). Also, force traces through areas of high gradient.

* Run traces in a constant direction field, but change the grid and compare results using

different grids. Be sure to force traces across grid boundaries and through grid singulari-

ties.

* In multi-zone data sets, start traces near grid boundaries and stop just after passing to the

next grid zone. This measures the time to pass between grid zones. In at least one case, be

sure to include grid singularities where the transition takes place.

Integral Surfaces [HULT90]:

* Force surfaces around saddles. This is difficult because the surfaces tend to tear.

* Integrate surfaces into vortices. This is difficult due to twisting of the surface.

Isosurfaces:

* Generate isosurfaces on a field where all isosurfaces are sets of spheres. Change the grid

such that isosurfaces must be generated on all marching cube [LORE87] cases.

Cutting Planes:

* Examine results in overlapping grids to see how the overlap is handled.

* Include benchmarks for time dependent data with static grids. This will reward the de-



veloperwhotakesadvantageof thefact thatthelocationof thecuttingplane,andthusthe
verticesneededandtheinterpolationfactors,remainconstant.

Interpolation:

* Designbenchmarksto testinterpolationtime.
* Includerequirementsfor non-linearinterpolation.

ScalarField LocalExtrema:

* If thesystemcanfind localextremaatall, checkfor correctness.

Vectorfield topology:

* Placecritical pointsin gridcellswith grid singularities.
* Placecritical pointsoncomputationalboundaries.

Dataflow environments:

* Havemodulesgenerategridsthatareinputto analyticfunctionmodulesthatgenerate
vectorandscalarfields.Placesizecontrolson thegrid generationmodules.Varygrid sizes
andmeasuresystemresponsetime.

In thisbrief preliminarypaper,I haveproposedthatavisualizationverification/benchmarksuite
bedevelopedto measurethecorrectnessandperformanceof visualizationalgorithmsandenvi-
ronments.Sucha suitecouldbeof greatutility in bringingincreasedrigor to thecomparisonof
systemsandin theclaimsdevelopersandvendorsmake.Thesuite,if successful,wouldmold the
visualizationsystemstateof theart in its image,muchassuper-computerbenchmarkshavemold-
edhardwareandsoftwaredevelopmentin thatarena.
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